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Figure 1: Comparison of images generated using random sampling versus Alien sampling with the
Art model for the input sequence “Insect”. The Art model, fine-tuned on WikiArt concepts [1],
combines likely concepts to produce artworks, with novelty controlled by temperature. Random
sampling selects concept combinations arbitrarily, while Alien sampling ranks combinations based
on cognitive unavailability and artistic fit, generating images from top-ranked sequences. For the full
Alien Recombination method, see Figure 4.

1 Introduction

There is ongoing debate about whether generative AI models can genuinely be considered creative
and capable of producing original cultural artifacts. Some AI systems, however, have already broken
new intellectual ground. For example, AlphaGo [2] discovered Go strategies that were previously
overlooked or unimaginable and have since been learned, adopted, and expanded by human players
[3]. Yet, for open-ended domains like art, the question remains: to what extent can these models
unlock truly novel and valuable connections that no human mind has conceived?

We hypothesize that in visual art, a vast, unexplored space of concept combinations exists, not
due to inherent incompatibility, but because of the limits of the individual artist cultural horizon,
including their geographical, temporal, and social embedding. For instance, the concept of “airplane”
did not exist during the Renaissance period, making it cognitively unavailable to artists of that era.
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Today, despite familiarity with both concepts, there remains a bias against combining Renaissance
style and airplanes. Cognitive science has intensively discussed human availability bias, heavily
relying on immediate examples that come to mind when evaluating a specific topic [4], thereby
potentially constraining exploration of novel ideas. Although trained across temporal and cultural
boundaries, generative AI models inevitably absorb human biases. As a result, these models can
expect to predominantly produce cultural artifacts that align with human cognitive availability. James
Evans and his team showed that counteracting such a bias could be key to algorithmic augmented
scientific discovery [5, 6]. Inspired by this work, we developed a system that generates novel visual
art concept combinations by modeling and counteracting cognitive biases. It produces combinations
not previously attempted in our dataset and cognitively unavailable to any artist in the domain.

2 Method

The Alien Recombination method employs two large language models (LLMs) to generate and rank
novel combinations of artistic concepts. To build our concept space, we first extracted nine semantic-
level features for each image in the WikiArt dataset [1] using CLIP [7], selecting the words most
similar to the image in CLIP’s embedding space. This number was determined through an ablation
study showing diminishing returns in concept accuracy beyond nine features. To capture artistic
style information, we then added the artwork’s style as a tenth concept from metadata, resulting in a
comprehensive representation of each artwork.

To facilitate the combinatorial nature of our approach, we constrained concepts to the WordNet Core
[8], a curated list of essential English words. This decision reduces the concept space size, preventing
CLIP from extracting multiple words referring to the same concept and increasing concept overlap
between artworks. Although this may limit the proper representation of some niche concepts, it
enables us to focus purely on novel concept combinations rather than vocabulary variations.

Using these concepts, we created two complementary text datasets: the Art dataset, which contains
randomly permuted concept lists for each image, and the Cognitive Availability dataset, created
by sampling and aggregating concepts associated with individual artists to reflect their total range
of ideas. Let C = {c1, c2, . . . , cn} be the set of all possible concepts from WordNet Core. From
these datasets, we respectively estimate two key probability distributions: the artwork-level dis-
tribution Part(c

i|c0, ..., ci−1), representing concept co-occurrence within artworks, and the artist-
level distribution Pcog(c

i|c0, . . . , ci−1), capturing cognitive availability of concepts to artists, where
ci ∈ C \ {c0, . . . , ci−1} for both distributions.

We then fine-tuned two GPT-2 models [9] on their respective namesake datasets: the Art model and
the Cognitive Availability model. Novel combinations are generated through a two-step process.
First, We generate sequences with the Art model, keeping only those with all concepts in WordNet
Core. This constraint not only enables later reliable evaluation of combinations within the source
data but also ensures the problem remains fully recombinational. Second, we rank these sequences
based on perplexity scores from both models. Given that both models accurately represent their
target distributions, the perplexity scores provide an approximation of human cognitive biases by
capturing which concepts are not usually seen together in artworks or in an artist’s full concept usage.
Specifically, high perplexity in the Art model indicates concept combinations that rarely co-occur in
existing artworks, while high perplexity in the Cognitive Availability model suggests combinations
that do not typically appear within an artist’s entire body of work, that is, when artists use some
concepts in the sequence, they rarely use the others in any of their artworks. In turn, a lower rank in
the Art model suggests higher probability of that combination appearing in existing artworks, while a
lower rank in the Cognitive Availability model indicates higher cognitive accessibility.

By inverting the Cognitive Availability rank and using Weighted Rank Aggregation with parameter β,
we obtain concepts that could form coherent artworks while being cognitively unexpected. Higher β
values emphasize cognitive unavailability, which we term "alienness" as in [5]. The top-k ranked
sequences from the combined ranking are then returned. We refer to this stage of the method, which
involves ranking and selection of sequences, as Alien Sampling. Finally, because the artistic novelty
of plain text combinations of concepts can be difficult to evaluate directly, we assess how well
these combinations fit in an artwork by visualizing the returned sequences. This is done using a
text-to-image model (DALL-E [10]), with prompts structured as: A painting that contains
the concepts: <input sequence + generated sequence>. If a particular style is specified
in the sequence, we modify the prompt to reflect that style.
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3 Experiments and results

We compared the Alien Recombination method, using various values of β for Alien sampling, to
a baseline method to generate novel images. The Baseline method generates images using the Art
model but replaces Alien sampling with random sampling.

In our experiment, we created 50 unique input sequences, each containing either 1 or 2 concepts.
For each input sequence, we generated 150 output sequences at each temperature level, ranging
from 0.1 to 3.1 in increments of 0.3, for both the Alien Recombination and Baseline method. From
the generated sequences, we then selected the top-ranked sequence for each method based on its
respective sampling strategy.

Our experimental design addresses the complex task of assessing artistic novelty through both
text-based and image-based evaluation approaches.

3.1 Text-based novelty
Our methodology evaluates the novelty of concept combinations using two complementary measures.

• Novelty relative to artworks: Let A = {A1, A2, . . . , Am} be the set of sets, where each
Ai ⊂ C represents the set of concepts in a single artwork within the Art dataset. Let S ⊂ C
be the set of concepts in the generated sequence. We define the novelty measure Nart as:

Nart = min
i∈{1,...,m}

|S \Ai| (1)

This measure represents the minimum number of concepts in S that do not appear together
in any single artwork, when compared individually to each artwork in the dataset. A more
intuitive way to interpret this measure is that it quantifies the number of distinct concepts in
the generated artwork compared to the most similar artwork in the dataset.

• Novelty relative to cognitive availability: Let B = {B1, B2, . . . , Bk} be the set of sets,
where each Bj ⊂ C represents the set of all unique concepts used by artist j in the Art
dataset. We define the novelty measure Ncog as:

Ncog = min
j∈{1,...,k}

|S \Bj | (2)

This measure represents the minimum number of concepts in S that do not appear together
in any single artist’s cognitive framework, when compared individually to each artist’s set of
concepts. Thus, Ncog quantifies the number of distinct concepts in the generated artwork
compared to the most similar artist set.

(a) Average Nart vs temperature for multiple values
of β

(b) Average Ncog vs temperature for multiple val-
ues of β

Figure 2: Comparison on the novelty of the generated sequences with respect to the artworks and the
cognitive availability for multiple values of β

Our findings reveal that while increasing the Art model’s temperature can generate novel combina-
tions absent from the dataset at artwork-level (Figure 2a), it does not reliably produce cognitively
unavailable combinations. The Alien Recombination method, through its explicit search for cognitive
unavailability, demonstrates a consistently higher likelihood of generating such combinations (Figure
2b). Empirically, we show that generating unseen combinations in artworks when increasing the
temperature is relatively straightforward, with 85% of the combinations containing at least one new
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concept when surpassing temperature 1. However, this phenomenon does not extend to cognitively
unavailable combinations: at temperature 3, more than half of the combinations have Ncog = 0,
indicating no cognitively unavailable concepts. This reveals that finding completely cognitively
unavailable combinations is a fundamentally much harder task, requiring explicit search strategies
within the concept space. Further analysis and details are provided in the Appendix.

3.2 Image-based Novelty
For both the Baseline method and the Alien Recombination method with β = 0.85, we generated
sequences and converted the top-ranked sequences into images for evaluation. Image novelty was
then evaluated using two independent approaches:

• Evaluation using GPT-4: We used GPT-4 [11] to perform pairwise comparisons be-
tween images produced by the Alien Recombination and Baseline methods. Based
on GPT-4’s alignment with human evaluators in vision-language tasks [12], we
asked it to evaluate concept combination novelty. For each pair of images cre-
ated with the same input and temperature, GPT-4 was prompted with the follow-
ing request: As an art expert, please write a sentence indicating which
image is more novel, focusing on concept combination novelty.

• Embedding-based Analysis: Following the approach of [13], we computed ResNet152
[14] embeddings for both the generated images and those in the WikiArt dataset. Then,
we assessed image novelty in two ways: (1) For each generated image, we computed its
maximum cosine similarity with any WikiArt image, where lower maximum similarity
indicates higher novelty. We then compared the average of these maximum similarities
between methods. (2) As before, we performed pairwise comparisons between images
generated by both methods, considering the image with lower similarity to be more novel.

Figure 3: GPT-4 pairwise evaluation

GPT-4 evaluations consistently rated Alien Recombination images as more novel on average, sug-
gesting that cognitively unavailable combinations are perceived as more innovative (Figure 3). The
embedding analysis corroborated these findings, showing lower average similarity scores and more
favorable pairwise comparisons for the Alien Recombination method (Figure 11).

However, it is important to note that ResNet embeddings also account for visual factors such as
lighting and contrast, making them sensitive to elements beyond just conceptual differences. In
contrast, GPT-4 can be explicitly prompted to evaluate novelty based on conceptual combinations.
Additionally, since DALL-E generates in-distribution images, its outputs may be constrained by
familiar patterns and styles, potentially limiting its ability to fully capture the novelty of the prompt.
Further details can be found in the Appendix.

4 Conclusion

We present the Alien Recombination method, designed to generate novel artistic combinations
within the space of visual art. This system not only produces combinations that have never been
attempted before within our dataset but also identifies and generates combinations that are cognitively
unavailable to all artists in the domain. Additionally, our results suggest that cognitive unavailability
is a promising metric for optimizing artistic novelty, outperforming mere temperature scaling. This
approach uses generative models to connect previously unconnected ideas, providing new insight
into the potential of framing AI-driven creativity as a combinatorial problem [15, 16].
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