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Abstract

In this paper, we present a novel system that integrates real-time neurofeedback
into the creative process of generative AI, enabling seamless interactions between
users and AI systems. By leveraging the user’s cognitive variability, the system
allows for continuous and fluid co-creation, moving beyond the traditional prompt-
based interactions common in generative AI workflows. We achieve this using
electroencephalography (EEG) to continuously monitor the user’s brain activity,
which then acts as a control signal for a visual generative AI model. We focus
specifically on Lempel-Ziv complexity, a measure of signal diversity that have
previously been associated with mental states, task engagement and phenomeno-
logical richness. The proposed architecture includes an EEG feature extractor and
a generative AI pipeline, working in tandem to dynamically alter the visual content
of a pre-existing movie based on the user’s brain activity. This approach offers a
new dimension of complexity and complicity in the interaction between humans
and AI. Future work will explore the integration of more sophisticated bio-signals
and multi-modal feedback, aiming to further enhance the depth and richness of
the embodied creative experience. This work serves as a proof of principle for
integrating biotechnology and generative AI in the emerging field of adaptive
cinema. A playlist with video illustrations of the system in action can be found at
youtube.com/playlist?list=PLMu36WzSQKiVeBnrUdwUAoUhqLqGX3_bw.
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1 Introduction

The rapid development and proliferation of generative AI models have led to the creation of content
with impressive quality, often indistinguishable from human-made outputs (Samo and Highhouse,
2023). Despite these progresses, the means through which human users guide and act on generative
AI systems remains largely constrained. Typically, users interact with these models through a process
of iterative tweaking of text prompts and generation parameters in order to achieve the desired output,
alternating between commanding (prompting) and receiving (e.g. watching) generated material. An
alternative approach is to continuously provide the generative model with data streams controlled by
the user, allowing for fluid and intuitive interactions that doesn’t rely on deliberate manipulation of
textual prompts (Menon, 2024). Recent studies have demonstrated how generative AI can constitute a
tool for the exploration of altered perceptual states (Suzuki et al., 2017), promote embodied learning
(Memarian and Doleck, 2024), as well as enhance user engagement through content personalization
(Yu et al., 2024; Bag et al., 2022; Thölke et al., 2024). In this paper, we present a system architecture
aimed at advancing the state of embodied and co-creative interfaces by steering the output of a visual
generative AI system using biosignals, specifically electroencephalography (EEG). This system leads
to a more integrated form of interaction, bypassing the continual reliance on textual prompting by
enabling users to influence AI-generated content through their cognitive and emotional states in
real-time.

Figure 1: Architecture of the Neuro-Augmented Cinema pipeline showing the EEG feature extractor
and generative AI modules, highlighting the continuous user feedback loop.

2 System Design

The co-creative system we propose consists of two main components: an EEG feature extractor and
a generative AI pipeline. The EEG feature extractor processes the user’s brain signals to extract
meaningful features, which are then used to control the generative AI pipeline. The AI system is
designed for a single user, who enters into a feedback loop with the AI to augment or modify the
appearance of an existing movie. The system operates in real-time with low latency, allowing for a
smooth and continuous interaction between the user and the AI.

2.1 EEG Feature Extractor

The EEG feature extractor is implemented using goofi-pipe, an open-source framework that we
designed for real-time processing of biosignals (github.com/PhilippThoelke/goofi-pipe) and which is
able to handle a wide variety of EEG devices and other input sources. goofi-pipe receives data that can
be streamed from any EEG device through LSL. The signal first undergoes preprocessing (filtering
and artifact removal) to ensure data integrity and improve the signal-to-noise ratio. Following
preprocessing, Lempel-Ziv complexity (Lempel and Ziv, 1976) is calculated, which quantifies
the signal’s diversity based on its algorithmic compressibility. Lempel-Ziv complexity correlated
well with subjective experience during testing but can easily be replaced or augmented by other
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common measures, such as spectral power or aperiodic slope. The extracted features are normalized
(z-transform) based on the individual’s running baseline levels, allowing for a personalized and
adaptive interaction with the AI system. Specifically, the normalization process results in values
where negative indicates levels lower than baseline, zero corresponds to the baseline, and positive
values represent levels higher than baseline. EEG features are updated at a user-adjustable sampling
frequency, defaulting to 30 Hz. The normalized features are then transmitted to the generative AI
pipeline via Open Sound Control (OSC) protocol, facilitating real-time interaction.

2.2 Generative AI Pipeline

The generative AI pipeline is implemented in TouchDesigner, a visual programming environment
designed for real-time graphics and multimedia. In this setup, a predetermined movie is played
and movie frames are sent to StreamDiffusion (Kodaira et al., 2023). In conjunction with Stable
Diffusion (SD) Turbo, a distilled SD model enabling high-quality images from just 1-4 diffusion steps
(Sauer et al., 2023), we augment the movie frames in real-time with a diffusion-based image-to-image
paradigm. The AI system is pre-configured by the user with two prompts that are attuned to the
movie’s content and capture complementary emotional states. The normalized EEG Lempel-Ziv
complexity determines which prompt is applied and the intensity of the effect. Negative complexity
values apply the first prompt to modify the visuals, zero leaves the movie unchanged, and positive
values trigger the second prompt. The effect’s strength scales continuously with EEG complexity.

3 Discussion

The proposed system represents an early and simple demonstration towards embodied human-
machine co-creation, which combines real-time neurofeedback and generative AI. By injecting
the user’s brain activity into the creative process in real-time, the system enables a more fluid in-
teraction that does not require to alternate between commanding and receiving modes. Instead,
the user can engage in a continuous, flow-like experience where their mental state directly influ-
ences the AI-generated content. While the current implementation is limited in the depth of the
embodied experience, particularly due to the simplicity of the EEG features used, the system is
designed in a modular fashion that facilitates the use of more advanced and potentially AI-driven
bio-features. Currently, the system utilizes only a single dimension of the user’s mental state, which
is far from capturing the richness and complexity of human cognition and emotion. Despite these
limitations, this system demonstrates the potential for more natural and embodied interfaces with
generative AI, where the individual feels like an integral part of the creative process rather than
an external commander. A playlist with video recordings of the system in action can be found at
youtube.com/playlist?list=PLMu36WzSQKiVeBnrUdwUAoUhqLqGX3_bw.

3.1 Broader Impact

The broader aim of this research is not to replace current means of interacting with such systems in
a creative way, but to augment this process with a sense of embodiment and synergy. The system,
akin to a real-time remixing tool, reinterprets existing media based on fluctuations of one’s mental
state. This work serves as a proof of principle for integrating biotechnology and generative AI in
the emerging field of adaptive cinema. This integration has the potential to drive the evolution of
adaptive media experiences, enabling more personalized, immersive, and responsive content that
dynamically adjusts to the viewer’s mental and emotional state in real-time.

3.2 Future Work

Future work will focus on enhancing the system’s capabilities by incorporating more advanced
brain features or other bio-signals. It is likely that the quickly advancing field of AI applied to
brain data will lead to highly capable brain decoders, reaching increasingly high levels of embodied
experience. Additionally, the image prompts could be guided dynamically by the user’s state, not just
to reflect their current emotions but to advance or broaden the experienced narrative. Expanding the
system to other modalities, such as audio, is another promising direction for further research. These
advancements will contribute to developing more sophisticated and natural co-creative systems that
can more fully integrate the user’s subjective experience into the generative process.
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A Supplementary Material

Figure A.1: Screenshot of the EEG Feature Extractor implemented inside goofi-pipe. Lempel-Ziv
complexity is continuously computed on a 3s buffer of filtered EEG data, and then sent to the
Generative AI Pipeline via OSC.

Figure A.2: Screenshot of the Generative AI Pipeline implemented inside TouchDesigner. The
EEG-derived control value is used to steer the image-to-image diffusion model, which augments the
frames of a movie in real-time.
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